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#### Abstract

High-valent $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ species are key intermediates in the catalytic cycles of many mononuclear non-heme iron enzymes and have been structurally defined in model systems. Variable-temperature magnetic circular dichroism (VT-MCD) spectroscopy has been used to evaluate the electronic structures and in particular the $\mathrm{Fe}-\mathrm{O}$ bonds of three $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ model complexes, $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})(\mathrm{NCMe})\right]^{2+}$, $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})\left(\mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}\right)\right]^{+}$, and $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{N} 4 \mathrm{Py})\right]^{2+}$. These complexes are characterized by their strong and covalent $\mathrm{Fe}-\mathrm{O} \pi$-bonds. The MCD spectra show a vibronic progression in the nonbonding $\rightarrow \pi^{*}$ excited state, providing the $\mathrm{Fe}-\mathrm{O}$ stretching frequency and the $\mathrm{Fe}-\mathrm{O}$ bond length in this excited state and quantifying the $\pi$-contribution to the total $\mathrm{Fe}-\mathrm{O}$ bond. Correlation of these experimental data to reactivity shows that the $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{N} 4 \mathrm{Py})\right]^{2+}$ complex, with the highest reactivity toward hydrogen-atom abstraction among the three, has the strongest $\mathrm{Fe}-\mathrm{O} \pi$-bond. Density functional calculations were correlated to the data and support the experimental analysis. The strength and covalency of the $\mathrm{Fe}-\mathrm{O} \pi$-bond result in high oxygen character in the important frontier molecular orbitals (FMOs) for this reaction, the unoccupied $\beta$-spin $\mathrm{d}(x z / y z)$ orbitals, that activates these for electrophilic attack. An extension to biologically relevant $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=2)$ enzyme intermediates shows that these can perform electrophilic attack reactions along the same mechanistic pathway ( $\pi$-FMO pathway) with similar reactivity but also have an additional reaction channel involving the unoccupied $\alpha$-spin $\mathrm{d}\left(z^{2}\right)$ orbital ( $\sigma$-FMO pathway). These studies experimentally probe the FMOs involved in the reactivity of $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ model complexes resulting in a detailed understanding of the $\mathrm{Fe}-\mathrm{O}$ bond and its contributions to reactivity.


## 1. Introduction

The catalytic pathways of many mononuclear non-heme iron enzymes are proposed to involve a high-valent iron-oxo intermediate as the active oxidizing species. ${ }^{1,2}$ Such an intermediate also plays an integral role in many heme enzymatic cycles. ${ }^{3,4}$ In non-heme iron enzymes, mononuclear $\mathrm{Fe}^{\mathrm{IV}}$-oxo intermediates have been trapped and characterized for several $\alpha$-ketoglutarate-dependent enzymes: taurine/ $\alpha$-KG dioxygenase (TauD), ${ }^{5-8}$ prolyl-4-hydroxylase ( P 4 H ), ${ }^{9}$ and most recently for

[^0]the halogenase CytC3. ${ }^{10}$ However, due to their relative instability, their structural characterization has proven challenging. ${ }^{11}$

Many biomimetic $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ model complexes with non-heme ligand sets, all with a six-coordinate axially distorted center and an $S=1$ ground state, have now been synthesized and several structurally and spectroscopically studied. ${ }^{12-24}$ In addition, an
(8) Riggs-Gelasco, P. J.; Price, J. C.; Guyer, R. B.; Brehm, J. H.; Barr, E. W.; Bollinger, J. M.; Krebs, C. J. Am. Chem. Soc. 2004, 126, 8108-8109.
(9) Hoffart, L. M.; Barr, E. W.; Guyer, R. B.; Bollinger, J. M.; Krebs, C. Proc. Natl. Acad. Sci. U.S.A. 2006, 103, 14738-14743.
(10) Galonic, D. P.; Barr, E. W.; Walsh, C. T.; Bollinger, J. M.; Krebs, C. Nat. Chem. Biol. 2007, 3, 113-116.
(11) Sinnecker, S. S., N.; Barr, E. W.; Ye, S.; Bollinger, J. M.; Jr.; Neese, F.; Krebs, C. J. Am. Chem. Soc. 2007, 129, 6168-6179.
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Figure 1. Iron d-based frontier molecular orbitals and $\mathrm{Fe}-\mathrm{O}$ bonding in non-heme $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ systems.
$S=2\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right]^{2+}$ species has been generated and characterized. ${ }^{25,26}$

Computational studies on the qualitative bonding in these mononuclear non-heme $\mathrm{Fe}^{\mathrm{IV}} S=1$ species all result in a very similar electronic structure description (Figure 1) with a $(x y)^{2}$ $(x z / y z)^{2}$ ground configuration. ${ }^{27-30}$ The $\mathrm{Fe}-\mathrm{O}$ bond is formed by interaction between the $\mathrm{Op}(z)$ and the unoccupied $\mathrm{Fe} \mathrm{d}\left(z^{2}\right)$ orbitals, resulting in a $\sigma$-bond and interactions of the $\mathrm{O} \mathrm{p}(x / y)$ orbitals and the $1 / 2$ occupied $\mathrm{Fe} \mathrm{d}(x z / y z)$ orbitals generating 2 $\times 1 / 2 \mathrm{Fe}-\mathrm{O} \pi$-bonds. The $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital is $\sigma^{*}$ with respect to the equatorial ligands. The equatorial ligand field strength determines the destabilization and relative energy of the $\mathrm{d}\left(x^{2}-\right.$ $y^{2}$ ) orbital and thus the spin of the ground state.

However, to validate the computational descriptions, we need to experimentally understand the electronic structure of these $\mathrm{Fe}=\mathrm{O}$ complexes and in particular the $\mathrm{Fe}-\mathrm{O}$ bonding. A breakthrough in this direction was achieved with variabletemperature magnetic-circular-dichroism (VT-MCD) spectroscopy, ${ }^{28}$ which allows polarized spectroscopy on a randomly oriented frozen powder sample. In addition, vibronic finestructure was observed for the first time in an iron-oxo species. Through these studies an experimental description of the electronic structure was obtained, defined by a very strong and covalent $\mathrm{Fe}=\mathrm{O} \pi$-bond.

We now extend these experimental studies and, in combination with density functional calculations, use these to
(1) Develop an analysis of the vibronic fine-structure of the $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})(\mathrm{NCMe})\right]^{2+}$ complex (1) (Figure 2, left), ${ }^{1,31}$ which qualitatively and quantitatively describes the nature of the $\mathrm{Fe}-\mathrm{O} \pi$-bond;
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Figure 2. Structures of the three complexes in this study: $\mathbf{1}\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})-\right.$ $(\mathrm{TMC})(\mathrm{NCMe})]^{2+}, 2\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})\left(\mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}\right)\right]^{+}$, and $3\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})-\right.$ (N4Py) $]^{2+}$.
(2) Define the effect of variations of the axial and equatorial coordination of the iron. Replacing the axial acetonitrile of complex 1 with an anionic carboxylate ligand forms the $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})\left(\mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}\right)\right]^{+}$species (2) (Figure 2, center). ${ }^{21}$ The $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{N} 4 \mathrm{Py})\right]^{2+}$ complex (3) (Figure 2, right) ${ }^{15,18,32}$ has different equatorial ligands with pyridines instead of amines. Interestingly, these three complexes show very different reactivity toward hydrogen-atom abstraction. While $\mathbf{1}$ and $\mathbf{2}$ are rather unreactive and only able to break relatively weak $\mathrm{C}-\mathrm{H}$ bonds (for example, in dihydroanthracene), ${ }^{21} \mathbf{3}$ is much more reactive and can hydroxylate cyclohexane. ${ }^{15}$ The electronic structures of these three complexes are determined in this study and used to understand electronic structure contributions to the differences in their reactivities.
(3) Extend these studies to $S=2 \mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ enzyme intermediates to evaluate the variations in reactivity with spin state.

## 2. Methods

2.1. Sample Preparation. 2.1.1. Solid $\left[\mathrm{Fe}(\mathbf{O})(\mathrm{TMC})\left(\mathrm{NCCH}_{3}\right)\right]$ $(\mathbf{O T f})_{2}(\mathbf{1})$. Acetonitrile and methanol were dried according to published procedures and distilled under Ar prior to use. ${ }^{33}\left[\mathrm{Fe}(\mathrm{O})(\mathrm{TMC})\left(\mathrm{NCCH}_{3}\right)\right]$ $(\mathrm{OTf})_{2}$ was generated as previously described. ${ }^{13}$ A solution of [Fe(TMC)(OTf)]OTf ( $25.6 \mathrm{mg}, 0.042 \mathrm{mmol}$ ) in 7 mL of acetonitrile was precooled to $-40^{\circ} \mathrm{C}$. Addition of a solution of $\mathrm{PhIO}(9.3 \mathrm{mg}$, 0.042 mmol ) in $350 \mu \mathrm{~L}$ of methanol yielded the $\mathrm{Fe}^{\mathrm{IV}}$ complex. After 5 min , the product was precipitated by addition of 20 mL of precooled diethyl ether. This mixture was allowed to stand for 10 min at $-40^{\circ} \mathrm{C}$ and centrifuged for 2 min at $0^{\circ} \mathrm{C}$ before the solvents were decanted. The green solid was washed with 5 mL of cold diethyl ether and dried in vacuo. The samples were stored in liquid nitrogen.
2.1.2. $\left[\mathrm{Fe}(\mathbf{O})(\mathbf{T M C})\left(\mathbf{O C}(\mathbf{O}) \mathrm{CF}_{3}\right)\right] \mathrm{OTf}$ (2). The sample of $\mathbf{2}$ was generated by oxidation of the corresponding $\mathrm{Fe}^{\text {II }}$ precursor, [ $\mathrm{Fe}(\mathrm{TMC})$ $\left.\left(\mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}\right)\right] \mathrm{OTf}$. A solution of $[\mathrm{Fe}(\mathrm{TMC})(\mathrm{OTf})] \mathrm{OTf}(0.018 \mathrm{mmol})$ and $\mathrm{NEt}_{4} \mathrm{CF}_{3} \mathrm{CO}_{2}(0.018 \mathrm{mmol})$ in 3.05 mL of butyronitrile was prepared in a UV-vis cuvette and precooled to $-20^{\circ} \mathrm{C}$. PhIO (1.2 equiv, 0.0216 mmol ) in 0.1 mL of MeOH was added to this solution. The formation of $\mathbf{2}$ was shown to be complete within 1 h by monitoring the absorption band at $\lambda_{\text {max }}=836 \mathrm{~nm}\left(\epsilon=250 \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$. The samples were stored in liquid nitrogen.
2.1.3. $[\mathrm{Fe}(\mathrm{O})(\mathbf{N} 4 \mathrm{Py})]\left(\mathrm{ClO}_{4}\right)_{2}(3)$. Butyronitrile was purchased from Aldrich and used without further purification. $\left[\mathrm{Fe}(\mathrm{N} 4 \mathrm{Py})\left(\mathrm{NCCH}_{3}\right)\right]-$ $\left(\mathrm{ClO}_{4}\right)_{2}$ was prepared according to published methods. ${ }^{34}$ A 4.0 mM solution of $\left[\mathrm{Fe}(\mathrm{N} 4 \mathrm{Py})\left(\mathrm{NCCH}_{3}\right)\right]\left(\mathrm{ClO}_{4}\right)_{2}(13.27 \mathrm{mg}, 0.020 \mathrm{mmol})$ in 5 mL of butyronitrile was prepared at room temperature. Excess solid $\mathrm{PhIO}(15 \mathrm{mg}, 0.068 \mathrm{mmol})$ was added to the solution, and the reaction was stirred vigorously for 20 min . The reaction mixture was passed through a syringe filter of pore size $0.2 \mu \mathrm{~m}$ to give 3 as a transparent, blue-green solution. A yield of $85(5) \%$ was determined by UV-vis

[^2]from the absorption band at $695 \mathrm{~nm}\left(\epsilon=400 \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$. The samples were stored in liquid nitrogen.
2.2. Absorption Spectroscopy. UV - vis spectra were recorded on an HP 8453A diode-array spectrometer. Low-temperature visible spectra were obtained using a cryostat from UNISOKU Scientific Instruments, Japan.
2.3. MCD Spectroscopy. The solid samples of complex 1 were prepared by dispersing the solid into an optically transparent mulling agent (fluorolube) which was then sandwiched between two quartz disks and placed in a copper MCD sample cell. The butyronitile solutions of complexes 2 and 3 were injected between two Infrasil quartz disks separated by a 3 mm thick rubber O-ring spacer, held inside the copper MCD sample cell. Typical sample concentrations were in the range of $4-8 \mathrm{mM}$. The samples were frozen in liquid $\mathrm{N}_{2}$ immediately after preparation.

The MCD data were collected on CD spectropolarimeters with modified sample compartments to accommodate magnetocryostats. The near-IR spectra were obtained using a Jasco J200-D spectropolarimeter with a liquid $\mathrm{N}_{2}$-cooled InSb detector equipped with an Oxford Instruments SM4000-7T superconducting magnetocryostat. The UVvis data were collected on a Jasco 810 spectropolarimeter with S1 and S20 photomultiplier tubes (Hamamatsu) as detectors and equipped with an Oxford Instruments SM4-8T superconducting magnetocryostat. MCD spectra were collected at various fields (7, 4, 1 T ) and several temperatures between 2 and 80 K . They were corrected for zero-field baseline effects by subtracting the corresponding 0 T scans at each temperature. The absorption and VT-MCD spectra were simultaneously fit to Gaussian band shapes to determine the transition energies.
2.4. Electronic Structure Calculations. Spin unrestricted DFT calculations were performed with the Gaussian $03^{35}$ and Amsterdam Density Functional (ADF 2003.01) ${ }^{36-38}$ program packages. The geometries of all three $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ complexes $(\mathbf{1}, \mathbf{2}$, and $\mathbf{3})$ were fully optimized for the $S=1$ and 2 states starting from the X-ray geometries of $\mathbf{1}^{13}$ and $3 .{ }^{18}$

In ADF the local density approximation (LDA) of Vosko, Wilk, and Nussair (VWN) ${ }^{39}$ was used together with gradient corrections for exchange (Becke88) $)^{40}$ and correlation (Perdew86). ${ }^{41}$ An uncontracted, all-electron triple- $\zeta$ basis set with a single polarization function (TZP) was employed. Convergence was reached when the maximum element in the error matrix was less than $10^{-5}$. The energies of the electronic transitions were calculated using the $\triangle$ SCF method, i.e., each excited state was converged fixed in the ground state geometry, and the energy difference between this electronic excited-state and the ground state was calculated, $\Delta E=E(\mathrm{es})-E(\mathrm{gs})$. In addition, the geometry of the excited state with the electronic configuration $\mathrm{d}(x y)^{1} \mathrm{~d}(x z / y z)^{3}$ was optimized, the wave function converged, but fixed in this electronic excited state. Thus, the structure of the geometrically relaxed excited state was obtained.

The Gaussian calculations were performed with two often-used functionals: the BP86 functional using Becke's 1988 exchange functional ${ }^{42}$ with the correlation function of Perdew ${ }^{41,43}$ and the hybrid B3LYP functional using Becke's three-parameter hybrid functional with the correlation functional of Lee, Yang, and Parr. ${ }^{40,44}$ The LanL2DZ basis set, which applies Dunning/Huzinaga full double- $\zeta$ (D95) basis
(35) Frisch, M.C. et al. Gaussian 03, revision C.02; Gaussian, Inc.: Wallingford CT, 2004. For complete reference, see Supporting Information.
(36) ADF2003.01, SCM, Theoretical ChemistryVrije Universiteit: Amsterdam, The Netherlands, http://www.scm.com.
(37) Fonseca Guerra, C.; Snijders, J. G.; te Velde, G.; Baerends, E. J. Theor. Chem. Acc. 1998, 99, 391.
(38) te Velde, G.; Bickelhaupt, F. M.; van Gisbergen, S. J. A.; Fonseca Guerra, C.; Baerends, E. J.; Snijders, J. G.; Ziegler, T. J. Comput. Chem. 2001, 22, 931-967.
(39) Vosko, S.; Wilk, L.; Nusair, M. Can. J. Phys. 1980, 58, 1200-1211.
(40) Becke, A. D. Phys. Rev. A 1988, 38, 3098-3100.
(41) Perdew, J. P. Phys. Rev. B 1986, 33, 8822-8824.
(42) Becke, A. D. Chem. Phys. 1986, 84, 4524-4529.
(43) Perdew, J. P.; Zunger, A. Phys. Rev. B 1981, 23, 5048.
functions on first-row elements, ${ }^{45}$ and Los Alamos effective core potentials plus DZ functions on all other atoms ${ }^{46-48}$ were used in all geometry optimizations. Convergence was defined to occur when the relative change in the density matrix between subsequent iterations was less than $1 \times 10^{-8}$. Spin-contaminations were negligible in all cases. Single point calculations were carried out on the optimized geometries using a larger all-electron, triple- $\zeta$ basis set with one set of polarization functions on the heavy atoms $\left(6-311 G^{*}\right)$. All energy values reported result from these triple- $\zeta$ basis set calculations. TD-DFT calculations were carried out with the BP86 functional, the same triple- $\zeta$, all-electron basis set, $6-311 \mathrm{G}^{*}$, and the direct inclusion of solvation effects using the Polarized Continuum Model (PCM) $)^{49-51}$ with acetonitrile as the solvent.

Molecular orbital compositions and Mayer Bond Orders were calculated using the PyMOlyze program. ${ }^{52}$ Orbitals from the Gaussian calculations were plotted using Molden, ${ }^{53}$ from the ADF calculations with gOpenMol. ${ }^{54}$ The electronic structures and bonding interactions were analyzed by means of the unoccupied antibonding molecular orbitals, which reflect the uncompensated electron density involved in bonding interactions.

The thermodynamics of the H -atom abstraction reaction (with 2,3dimethylbutane as the H -atom donor) were calculated using the B3LYP functional. The geometries of all reactant and product species have been fully optimized without constraints, and the frequencies were found to be real in all cases. All energies were obtained from single-point calculations on the LanL2DZ-optimized structures using the $6-311 \mathrm{G}^{*}$ basis set. The energies given include zero-point and thermal corrections. Solvation effects were included using the PCM with acetonitrile as solvent.

## 3. Results and Analysis

In this section we present absorption and VT-MCD spectra on the three $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ complexes with variations in the axial and equatorial ligation and then compare the experimental trends among the three complexes. Results from density functional calculations will be correlated to the experimental results, and the additional insights gained are presented in Section 3.5.
3.1. Absorption and MCD Spectroscopy. The UV-vis absorption and MCD spectra ( 7,2 and $7,20 \mathrm{~K}$ ) of compounds $\mathbf{1}, \mathbf{2}$, and $\mathbf{3}$ in the energy region from 5000 to $28000 \mathrm{~cm}^{-1}$ are shown in Figure 3.

All three absorption spectra (Figure 3 A ) show one broad band in the near-IR region, between 11000 and $15000 \mathrm{~cm}^{-1}$ and then no discernible feature until the absorption intensity increases sharply above $24000 \mathrm{~cm}^{-1}$, i.e., in the charge-transfer region. The near-IR bands of complexes $\mathbf{1}$ and $\mathbf{2}$ have very similar energies, $\sim 12000 \mathrm{~cm}^{-1}$ (Table 1), while the absorption band of 3 is blue-shifted to $\sim 14400 \mathrm{~cm}^{-1}$. The absorption band of complex 2 has a lower extinction coefficient ( $\epsilon \approx 250 \mathrm{~mol}^{-1}$ $\mathrm{cm}^{-1}$ vs $\epsilon \approx 400 \mathrm{~mol}^{-1} \mathrm{~cm}^{-1}$ for $\mathbf{3}$ and $\mathbf{1}$ ) and shows a lowenergy shoulder, at $\sim 11000 \mathrm{~cm}^{-1}$, with some fine structure.
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Figure 3. UV-vis absorption (A) and VT-MCD spectra (overlay of 7 T , 2 K and $7 \mathrm{~T}, 20 \mathrm{~K})$ of $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})(\mathrm{NCMe})\right]^{2+}(\mathrm{B}),\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})-\right.$ $\left.\left(\mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}\right)\right]^{+}(\mathrm{C})$, and $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{N} 4 \mathrm{Py})\right]^{2+}(\mathrm{D})$.

In the MCD spectra (Figure 3B,C,D, which overlay the 2 and 20 K spectra as there is a large temperature dependence of the MCD signal (see Section 3.2)), all three complexes qualitatively show three bands in the lower energy region ( $5000-18000 \mathrm{~cm}^{-1}$ ). Only one band has intensity at low temperatures ( 2 K , band $\mathbf{I}$ ), and two bands have intensity only

Table 1. Experimental Transition Energies (in $\mathrm{cm}^{-1}$ ) According to the UV-Vis Absorption and VT-MCD Spectra of $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})(\mathrm{NCMe})\right]^{2+}$ 1, $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})\left(\mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}\right)\right]^{+}$2, and $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{N} 4 \mathrm{Py})\right]^{2+} 3$

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| UV-vis abs | $\sim 12100$ | $\sim 12000$ (shoulder $\sim 11000)$ | $\sim 14400$ |
| MCD | I | $\sim 10400$ | $\sim 10300$ |
|  | II | $\sim 10600$ | $\sim 11100$ |
| III | $\sim 12900$ | $\sim 12000$ | $\sim 12600$ |
|  | IV | $\sim 17600$ | - |
| V | $\sim 24900$ | - | $\sim 15100$ |
| CT | - | - | - |
|  |  |  | $\sim 25600$ |

at intermediate temperatures ( 20 K , bands II and III). Bands I and III are positive, while band II is negative and shows fine structure. The transition energies are very similar for complexes $\mathbf{1}$ and $\mathbf{2}$ (Table 1); bands II and III are shifted only slightly in complex 2 by 500 and $900 \mathrm{~cm}^{-1}$, respectively. Complex $\mathbf{3}$ shows large differences, with all three bands in the low-energy region blue-shifted by at least $2000 \mathrm{~cm}^{-1}$ compared to complex $\mathbf{1}$. The largest difference is in band $\mathbf{I}$ which is $\sim 3600 \mathrm{~cm}^{-1}$ higher in energy in complex $\mathbf{3}$. These shifts in relative energies result in the different shapes of the overall spectra seen in Figure 3.

Correlating the near-IR absorption with the MCD spectra shows that band III is the most intense transition under the broad envelope of the absorption spectra, band II has some absorption intensity, and band I has very little or no absorption intensity. In complex $\mathbf{2}$ relative to $\mathbf{1}$ the absorption intensity is redistributed, band III has a lower extinction coefficient, while band II is more intense, resulting in the more pronounced fine structure (vibronic progression, vide infra) in the absorption spectrum.

Above $18000 \mathrm{~cm}^{-1}$, one low-intensity band was identified for complex 1 (IV in Figure 3B). The corresponding band cannot be clearly identified for complexes $\mathbf{2}$ or $\mathbf{3}$, as impurities ${ }^{55}$ have transitions in this energy region (* in Figure 3).

At energies above $22000 \mathrm{~cm}^{-1}$, the MCD spectra of these three complexes are very different. Complex $\mathbf{1}$ shows a distinct positive band at $\sim 24900 \mathrm{~cm}^{-1}$ (band $\mathbf{V}$ in Figure 3B). In this energy region the MCD intensity of complex 2 increases sharply, so no distinct band can be identified. Complex $\mathbf{3}$ shows a negative band with fine structure at $\sim 25600 \mathrm{~cm}^{-1}$ (labeled CT in Figure 3D, vide infra); to higher energies the MCD becomes positive and rises sharply into the UV region.
3.2. VT-MCD Spectra. The details of the temperaturedependent behavior of the MCD spectra of bands I, II, and III in the $5000-19000 \mathrm{~cm}^{-1}$ energy region are shown in Figure 4. For all three complexes, the MCD intensity of band I decreases with increasing temperature, while band II, which is negative in sign and exhibits a vibronic progression (vide infra), and band III have a different temperature behavior. Their intensities first increase in magnitude with increasing temperature, up to a maximum at $\sim 20 \mathrm{~K}$, after which the MCD intensities decrease with further increase in temperature. All MCD features show a linear dependence with magnetic field strength.

As we have analyzed earlier, ${ }^{28}$ these different temperaturedependent behaviors in the MCD spectra reflect the different
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Figure 4. VT-MCD spectra of complexes $\mathbf{1}$ (A), 2 (B), and $\mathbf{3}$ (C) in the energy region from 5000 to $19000 \mathrm{~cm}^{-1}$.


Figure 5. $M_{s}$ sublevels and MCD selection rules determine temperaturedependent behavior.
polarizations of the electronic transitions. MCD intensity is proportional to $g_{i} M_{j} M_{k}$, where $g_{i}$ is the Zeeman effect in the $i$ direction, $M_{j}$ and $M_{k}$ are electric dipole transition moments in the $j$ and $k$ directions, and $i, j$, and $k$ are cyclic permutations of $x, y$, and $z$. These complexes were defined by Mössbauer studies ${ }^{13,15,56}$ as axially distorted with $S=1$ ground states and positive zero-field splittings, $D>0$, between the nondegenerate $M_{\mathrm{S}}=0$ and the doubly degenerate $M_{\mathrm{S}}= \pm 1$ sublevels (Figure 5). For $x y$-polarized transitions, MCD intensity is present only with the magnetic field $\boldsymbol{H}$ in the molecular $z$ direction (Figure 5 , left). In this field orientation, the $M_{\mathrm{S}}=0$ level does not mix with other $M_{\mathrm{S}}$ sublevels, and thus, there is no MCD signal at

[^5]

Figure 6. Ligand field splitting diagram and spin- and electric-dipole allowed d-d transitions.
low temperatures. Increasing temperature populates the $M_{\mathrm{S}}=$ $\pm 1$ levels, which are MCD active, and $x y$-polarized transitions gain MCD intensity. At still higher temperatures the MCD intensity decreases with $I \propto 1 / T$ according to the Curie behavior. For $z$-polarized transitions, the magnetic field must be in the molecular $x y$ plane for MCD intensity (Figure 5, right). In this orientation, the $M_{\mathrm{S}}=0$ level mixes with one component of $M_{\mathrm{S}}$ $= \pm 1$ and induces $M_{\mathrm{S}}=-1$ character into the lowest level and hence MCD intensity at low temperatures. Increasing temperature decreases the population of this level and increases the population of the $M_{\mathrm{S}}=0$ and $M_{\mathrm{S}}=+1$ sublevels. Since the MCD signals of the $M_{\mathrm{S}}=+1$ and $M_{\mathrm{S}}=-1$ sublevels are of opposite sign, the MCD intensity decreases with increasing temperatures. Thus, starting at low temperatures, $x y$-polarized transition intensity increases with temperature, while $z$-polarized transition intensity decreases. ${ }^{28}$

The temperature behavior of the MCD features allows us to assign polarizations to bands in these randomly oriented samples. In all three complexes, band I corresponds to a $z$-polarized transition, while bands II and III are $x y$-polarized transitions. Since band IV (in complex 1) overlaps with band III, its temperature behavior and thus polarization are difficult to distinguish. In the higher energy region (see Supporting Information for detailed temperature-dependent spectra), band $\mathbf{V}$ of complex $\mathbf{1}$ and the CT band of complex $\mathbf{3}$ are $z$-polarized.

Thus, all three complexes show the same fingerprint in this lower energy region, three bands with the same temperature behavior and signs. We can then apply the assignments of bands I, II, and III for complex $\mathbf{1}^{28}$ to complexes 2 and 3.

According to group theory, a $\mathrm{d}^{4} S=1$ system with $C_{4 v}$ symmetry has a ${ }^{3} \mathrm{~A}_{2}$ ground state with five spin allowed, electric dipole allowed d-d ligand field transitions (Figure 6). Specific assignments were made on the basis of the polarizations of the bands deduced from their MCD temperature behavior, the vibronic structure, and their relative intensities in the electronic absorption spectrum (see Section 3.1).

Band $\mathbf{I}$ is assigned to the $z$-polarized $\mathrm{d}(x y) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition, reflecting the strength of the equatorial ligand field. (Figure 1). The negative band II is $x y$-polarized and is assigned as the excitation of an electron from the nonbonding (nb) $\mathrm{d}(x y)$ to the $\mathrm{Fe}-\mathrm{O} \pi^{*} \mathrm{~d}(x z / y z)$ orbitals. Thus, the energy of this transition is a measure of the covalency and strength of the $\mathrm{Fe}-\mathrm{O} \pi$-bond. The fine structure is associated with this transition and represents the change in this bond in the excited state (see Section 3.3). Band III is also $x y$-polarized and assigned to the $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition. Its absorption intensity (Figure 3A) results from mixing with a lowlying, intense ligand-to-metal charge-transfer (LMCT) excitedstate from the equatorial nitrogens to the $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital. Band IV is assigned to the $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(z^{2}\right)$ transition in complex $\mathbf{1}$.


Figure 7. Electronic transition from the electronic and vibrational ground state $\left(\Psi_{\mathrm{gs}}, n=0\right)$ into vibrational levels $(n \geq 0)$ of the electronic excited state $\left(\Psi_{\mathrm{es}}\right)$. The $\Psi_{\mathrm{es}}$ distortion $(\Delta r)$ lowers the energy by $E_{\mathrm{Fe}-\mathrm{O}}=1 / 2 k \Delta r^{2}$ relative to its value at the $\Psi_{\mathrm{gs}}$ equilibrium geometry.

This band cannot be identified in $\mathbf{2}$ or $\mathbf{3}$ because of contributions from small impurities in this energy region (Figure 3). Band $\mathbf{V}$ which also can only be cleanly observed in complex $\mathbf{1}$, is $z$-polarized and assigned to the highest-energy ligand field transition, from the $\mathrm{nb} \mathrm{d}(x y)$ to the $\sigma^{*} \mathrm{~d}\left(z^{2}\right)$ orbitals, its energy reflecting the covalency and strength of the $\mathrm{Fe}-\mathrm{O}$ $\sigma$-bond.

This region ( $\sim 24900 \mathrm{~cm}^{-1}$ ) is obscured in complex 2 by low-energy, very intense transitions in both the absorption and MCD spectra. DFT calculations (see Section 3.5) indicate that these transitions in complex $\mathbf{2}$ are LMCT transitions from the axial carboxylate lone-pair into the iron $\mathrm{d}(x z / y z)$ orbitals. In contrast to both $\mathbf{1}$ and 2, complex 3 shows a very intense, $z$-polarized, but negative MCD band at $\sim 25000 \mathrm{~cm}^{-1}$ which has fine structure identical to band II (Figure 3). The assignment of this band is presented in Section 3.4.

In the next section we analyze the fine structure of band II, and in Section 3.4 we compare the experimental trends of the three complexes and interpret these in terms of ligand field effects.
3.3. Analysis of the Vibronic Progression. As presented above, the negative band II, which has been assigned as the ligand field transition $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$, shows fine structure in all three complexes, which is a vibronic Franck-Condon progression in the $\mathrm{Fe}-\mathrm{O}$ stretching mode. The transition involves excitation of an electron from the $n b \mathrm{~d}(x y)$ orbital into the strongly $\mathrm{Fe}-\mathrm{O} \pi$ antibonding $\mathrm{d}(x z / y z)$ orbitals eliminating one of the $2 \times 1 / 2 \mathrm{Fe}-\mathrm{O} \pi$-bonds. This weakening of the $\mathrm{Fe}-\mathrm{O}$ $\pi$-bond by this additional electron leads to a distortion (i.e., elongation) of the $\mathrm{Fe}-\mathrm{O}$ bond length in the excited state, $\Delta r(\mathrm{Fe}-\mathrm{O})=r_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O})-r_{\mathrm{gs}}(\mathrm{Fe}-\mathrm{O})$, as well as to a reduction in the $\mathrm{Fe}-\mathrm{O}$ force constant $(k)$ in the excited state, reflected in $\nu_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O})$, compared to that of the ground state, $\nu_{\mathrm{gs}}(\mathrm{Fe}-\mathrm{O})$ (Figure 7). The distortion of the excited-state geometry relative to that of the ground state, $\Delta r$, lowers the energy of $\Psi_{\text {es }}$ by $E_{\mathrm{Fe}-\mathrm{O}}=1 / 2 k \Delta r^{2}$ relative to its value at the $\Psi_{\mathrm{gs}}$ equilibrium geometry.


Figure 8. Isolated and sign-reversed band II of complexes $\mathbf{1}$ (A, solid red) and $\mathbf{3}$ ( B , solid green), with individual Gaussian contributions to the vibronic progression (A, dashed orange; B , dashed light green).

Figure 8 shows the progression of band II (MCD at 7 T, 40 K) for complexes $\mathbf{1}$ and $\mathbf{3}^{57}$ and resolved Gaussian contributions to the progressions. For a Franck-Condon analysis, the average spacing of the progression, reflecting the $\mathrm{Fe}-\mathrm{O}$ stretching frequency in the excited state, $v_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O})$, and the intensities of the individual Gaussian vibrational contributions to the progression were measured. The Huang-Rhys factor, $S_{\mathrm{Fe}-\mathrm{O}}$, giving the band shape, was determined from the intensity distribution with

$$
I_{0 \rightarrow n} / I_{0 \rightarrow 0}=\left(S_{\mathrm{Fe}-\mathrm{O}}\right)^{n} / n!
$$

From this equation, $S_{\mathrm{Fe}-\mathrm{O}}$ and the measured $\mathrm{Fe}-\mathrm{O}$ stretching frequency in the excited state, $\nu_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O})$, the energy, $E_{\mathrm{Fe}-\mathrm{O}}$, were established using

$$
S_{\mathrm{Fe}-\mathrm{O}}=E_{\mathrm{Fe}-\mathrm{O}} / v_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O})
$$

and the distortion in the excited state, $\Delta \mathrm{r}(\mathrm{Fe}-\mathrm{O})$, was determined from

$$
E_{\mathrm{Fe}-\mathrm{O}}=1 / 2 \mathrm{k} \Delta r(\mathrm{Fe}-\mathrm{O})^{2}
$$

Table 2 presents the excited-state parameters obtained through this analysis along with the ground-state parameters defining the $\mathrm{Fe}-\mathrm{O}$ bonding,
(57) Gaussian fits of bands I and III were subtracted from the MCD spectra to isolate band II and the sign was reversed (neg. to pos.). The MCD spectra of all measured temperatures were analyzed and the reported values are averages over all temperatures. Detailed analyis for complex $\mathbf{2}$ is more challenging due to strongly overlapping bands and thus was carried out only for complexes $\mathbf{1}$ and $\mathbf{3}$.

Table 2. Experimental Parameters for Ground States and $\mathrm{d}(x y) \rightarrow$ $\mathrm{d}(x z / y z)$ Excited States for Complexes 1 and 3

| ground state | $\mathbf{1}$ | 3 |
| :--- | :---: | :---: |
| $v_{\mathrm{gs}}(\mathrm{Fe}-\mathrm{O})\left[\mathrm{cm}^{-1}\right]$ | $834^{b, c}$ | $814^{d}$ |
| $r_{\mathrm{gs}}(\mathrm{Fe}-\mathrm{O})[\AA \mathrm{\AA}]$ | $1.65^{b}$ | $1.64^{e}$ |
| $\mathrm{Fe}-\mathrm{O} \pi^{*}$ excited state $^{a}$ | 1 | 3 |
| $\nu_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O})\left[\mathrm{cm}^{-1}\right]$ | 610 | 500 |
| $S_{\mathrm{Fe}}-\mathrm{O}$ | 3.0 | 4.5 |
| $E_{\mathrm{Fe}-\mathrm{O}}\left[\mathrm{cm}^{-1}\right]$ | 1810 | 2259 |
| $\Delta \boldsymbol{r}(\mathrm{Fe}-\mathrm{O})[\mathbf{\AA}]$ | 0.14 | 0.19 |

[^6]The average spacing of the progression, reflecting the $\mathrm{Fe}-\mathrm{O}$ stretching frequency in this $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ ligand field excited state, is $v_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O}) \approx 610$ and $500 \mathrm{~cm}^{-1}$ for complexes 1 and 3, respectively (Table 2). ${ }^{58}$ These $\mathrm{Fe}-\mathrm{O}$ stretching frequencies are considerably reduced relative to those of the ground state, $\nu_{\mathrm{gs}}(\mathrm{Fe}-\mathrm{O})=834 \mathrm{~cm}^{-1}$ and $\nu_{\mathrm{gs}}(\mathrm{Fe}-\mathrm{O})=814 \mathrm{~cm}^{-1}$ for $\mathbf{1}$ and 3 respectively. This large decrease of $\sim 200-300 \mathrm{~cm}^{-1}$ in $\nu(\mathrm{Fe}-\mathrm{O})$ is due to an extensive weakening of the $\mathrm{Fe}-\mathrm{O} \pi$-bond in this excited state. The formal $\mathrm{Fe}-\mathrm{O}$ bond order ( BO ) is reduced by $1 / 2 \pi$-bond from $\mathrm{BO}_{\mathrm{gs}}=2$ in the ground state ( $1 \sigma$ $+2 \times 1 / 2 \pi)$ to $\mathrm{BO}_{\mathrm{es}}=1.5$ in this excited state $(1 \sigma+1 / 2 \pi)$. Thus, these direct experimental data quantitate the very strong and covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond in these $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ complexes. Additionally, the $\mathrm{Fe}-\mathrm{O}$ bond length increases notably upon excitation, $\Delta r(\mathrm{Fe}-\mathrm{O})=0.14$ and $0.19 \AA$ for complexes 1 and 3, respectively, supporting the notion that a strong $\mathrm{Fe}-\mathrm{O} \pi$-bond is greatly weakened and lengthened by the excitation of an electron from a nonbonding to a $\mathrm{Fe}-\mathrm{O} \pi^{*}$ orbital.

A comparison of complexes $\mathbf{1}$ and $\mathbf{3}$ shows similar $\mathrm{Fe}-\mathrm{O}$ ground state parameters but large differences in the excitedstate values (Table 2). For complex 3, the excited-state $\mathrm{Fe}-\mathrm{O}$ stretching frequency, $v_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O}) \approx 500 \mathrm{~cm}^{-1}$, is greatly decreased compared to that of complex $\mathbf{1}, v_{\mathrm{es}}(\mathrm{Fe}-\mathrm{O}) \approx 610$ $\mathrm{cm}^{-1}$ (see Figure 8), despite similar ground-state stretching frequencies. Along with this much larger reduction in the stretching frequency, complex 3 has a much larger HuangRhys factor, $S_{\mathrm{Fe}-\mathrm{O}} \approx 4.5$ for $\mathbf{3} \mathrm{vs} S_{\mathrm{Fe}-\mathrm{O}} \approx 3.0$ for $\mathbf{1}$, and thus a larger distortion of the $\mathrm{Fe}-\mathrm{O}$ bond length in the excited state.

These differences in the $\mathrm{nb} \rightarrow \pi^{*}$ excited-state between complexes $\mathbf{3}$ and $\mathbf{1}$ directly probe the $\mathrm{Fe}-\mathrm{O} \pi$-bond. In contrast to the similarities in the ground-state parameters, the larger reduction in stretching frequency and the larger $\mathrm{Fe}-\mathrm{O}$ distortion upon excitation show that the $\pi$-contribution to the $\mathrm{Fe}-\mathrm{O}$ bond in complex $\mathbf{3}$ is considerably stronger than in $\mathbf{1}$. The $\sigma$-contribution in $\mathbf{3}$ is weaker (vide infra), resulting in only a slightly lower $\mathrm{Fe}-\mathrm{O}$ bond strength in the ground state of $\mathbf{3}$ relative to complex 1.
3.4. Experimental Trends. On the basis of the detailed analysis of the vibronic structure associated with band II and the information it provides about the bonding in these complexes and the VT-MCD assignments, we can now compare the spectra of the three complexes (Figures 3 and 4) and relate the differences and energy shifts to changes in the ligand field (Figure 1). Complexes $\mathbf{1}$ and 2, which both have the same

[^7]equatorial TMC coordination, but different axial ligands ( NCMe in $\mathbf{1}$ vs ${ }^{-} \mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}$ in $\mathbf{2}$ ) will be compared first. Then, complex 3 with the pentadentate N4Py ligand set, having pyridines in the equatorial plane, will be analyzed relative to complex 1.

The spectra of complex 2 relative to $\mathbf{1}$ show only slight differences, and thus, the ligand field, d-orbital splitting and bonding interactions are very similar. The energy of band $\mathbf{I}$ is red-shifted by only $\sim 100 \mathrm{~cm}^{-1}$. This $\mathrm{d}(x y) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition reflects the strength of the equatorial ligand field, since it excites an electron from the $\mathrm{nb} \mathrm{d}(x y)$ orbital into the $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital, which is $\sigma$-antibonding between the Fe and the equatorial nitrogens. Given that the equatorial ligand, TMC, is the same in both complexes, similar transition energies are expected.

The negative band II is blue-shifted by $\sim 500 \mathrm{~cm}^{-1}$, indicating a larger $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ splitting. This larger splitting could be caused either by (1) stronger $\mathrm{Fe}-\mathrm{O} \pi^{*}$ interactions because of a stronger, more covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond and/or by (2) additional $\pi^{*}$ interactions between the $\mathrm{d}(x z / y z)$ orbitals and the anionic carboxylate ligand ( ${ }^{-} \mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}$ ) trans to the oxo. As seen in the analysis of the vibronic fine structure, the $\mathrm{Fe}-\mathrm{O}$ $\pi$-bond is very similar for both complexes. Thus, the higher energy of the $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ transition in 2 must reflect additional $\pi^{*}$ interactions with the axial carboxylate ligand in $\mathbf{2}$ relative to $\mathbf{1}$, where the axial ligand ( NCMe ) is predominantly a $\sigma$-donor. ${ }^{59}$

Band III, the $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition, is red-shifted in 2 relative to $\mathbf{1}$ by $\sim 900 \mathrm{~cm}^{-1}$. This shift results from the slight decrease in energy of the $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital (slight redshift of band I by $\sim 100 \mathrm{~cm}^{-1}$ ) and the destabilization of the $\mathrm{d}\left(x z / y z\right.$ ) orbitals (blue-shift of band II by $\sim 500 \mathrm{~cm}^{-1}$ ) relative to the $\mathrm{d}(x y)$ orbital. ${ }^{60}$

The near-IR absorption spectrum of complex 2 shows a different intensity distribution of bands II and III compared to complex 1 (see Section 3.1), with a more intense band II, the $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ transition, and a less-intense band III, the $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition. The axial carboxylate ligand results in a rhombic distortion around the iron center, which allows mixing of the $\mathrm{d}(x y)$ and $\mathrm{d}(x z)$ (in-plane with respect to the axial OCO plane) orbitals (see Section 3.5). This orbital mixing results in intensity borrowing by band II, $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z /$ $y z$ ), from band III, $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$. This mixing is reproduced in the DFT and TD-DFT calculations (Section 3.5).

Bands IV and $\mathbf{V}$ can only be cleanly observed in complex $\mathbf{1}$ because of ferric impurities and an intense, low-energy LMCT band in 2. DFT calculations (see Section 3.5) indicate that this LMCT transition originates from the axial carboxylate in complex 2.

To summarize, complexes $\mathbf{1}$ and $\mathbf{2}$ have the same spectral fingerprint in the lower energy region ( $5000-18000 \mathrm{~cm}^{-1}$ ) and only minor energy shifts of these three $d-d$ bands. These shifts are consistent with our previous assignments. ${ }^{28}$ The blue-shift and the decrease in absorption intensity of the $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ transition in complex 2 relative to $\mathbf{1}$ reflects additional $\pi$-interactions between the iron and the axial carboxylate ligand in complex 2, which also result in the intense, low-energy LMCT band in complex 2.

[^8]Table 3. Comparison of Experimental and Computational gs Parameters for 1, 2, and $\mathbf{3}^{\text {a }}$

|  | 1 |  | 2 |  | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | expt ${ }^{\text {b }}$ | comp ${ }^{\text {c }}$ | exptld | comp ${ }^{\text {c }}$ | exptle | comp ${ }^{\text {c }}$ |
| $r(\mathrm{Fe}-\mathrm{O})$ | 1.646(3) | 1.655 | 1.64(2) | 1.671 | 1.639(5) | 1.666 |
| $r\left(\mathrm{Fe}-\mathrm{L}_{\mathrm{ax}}\right)$ | 2.058(3) | 2.12 | 2.08(2) | 1.98 | 2.033(8) | 2.07 |
| $r\left(\mathrm{Fe}-\mathrm{N}_{\text {eq }}\right)$ | 2.067(3)-2.117(3) | 2.13 |  | 2.13 | 1.949(5)-1.964(5) | 1.97 |
| $\nu(\mathrm{Fe}-\mathrm{O})$ | $834{ }^{f}$ | 846 | - | 817 | $814^{g}$ | 829 |

${ }^{a}$ All bond length in $\AA$, frequencies in $\mathrm{cm}^{-1} .{ }^{b}$ From ref 13. ${ }^{c}$ Computational results from G03/BP86/tzall (for details see, methodology Section 2.4). ${ }^{d}$ EXAFS data, unpublished results, J.-U. Rohde, L. Que, Jr. ${ }^{e}$ From ref $18 .{ }^{f}$ From IR data, in agreement with unpublished NRVS data ( $v(\mathrm{Fe}-\mathrm{O})=831$ $\mathrm{cm}^{-1}$ ) C. Bell, E.I. Solomon. ${ }^{g}$ From NRVS data, unpublished results, C. Bell, E.I. Solomon.

A comparison between the absorption and VT-MCD spectra of complex 3 , containing the pentacoordinate N4Py ligand set, and complex 1 shows much larger changes (Figure 3). In general, a large blue-shift of at least $2000 \mathrm{~cm}^{-1}$ of all three $d-d$ bands in the lower energy region is observed. The energy increase of these ligand field transitions reflects an increased d-orbital splitting.

Band $\mathbf{I}$, the $\mathrm{d}(x y) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition, shifts up in energy by $\sim 3600 \mathrm{~cm}^{-1}$, indicating a much stronger equatorial ligand field in $\mathbf{3}$ compared to $\mathbf{1}$. This strong field is caused by the pyridines, coordinated to the iron in the equatorial plane in the N4Py ligand set of $\mathbf{3}$, which are much stronger $\sigma$-donors than the tertiary amines in the equatorial TMC ligand set of $\mathbf{1}$. These stronger interactions in the equatorial plane result as well in shorter $\mathrm{Fe}-\mathrm{N}_{\mathrm{eq}}$ bond lengths in $\mathbf{3}$ compared to $\mathbf{1}$ (vide infra). As a result of this large blue-shift, band $\mathbf{I}$ is not the lowest energy transition in complex $\mathbf{3}$, in contrast to complexes $\mathbf{1}$ and 2.

The lowest energy transition in complex $\mathbf{3}$ is band II, involving an excitation from the $\mathrm{d}(x y)$ to the $\mathrm{d}(x z / y z)$ orbitals, which is shifted to higher energy relative to 1 by $\sim 2000 \mathrm{~cm}^{-1}$. This destabilization of the $\mathrm{d}(x z / y z)$ orbitals could be caused either by (1) stronger $\mathrm{Fe}-\mathrm{O} \pi^{*}$ interactions because of a stronger, more covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond and/or by (2) additional $\pi^{*}$ interactions between the $\mathrm{d}(x z / y z)$ orbitals and the equatorial pyridines. ${ }^{61}$ Each of the four equatorial pyridines in the N4Py ligand has delocalized $\pi$-orbitals perpendicular to the plane of the ring, which gain some overlap with the iron $\mathrm{d}(x z / y z)$ orbitals due to a tilt of the rings $\left(2 \times 24^{\circ}\right.$ and $2 \times 12^{\circ}$ according to the X-ray structure of complex 3). ${ }^{19}$ These additional Py $\pi-\mathrm{d}(x z /$ $y z$ ) interactions cause part of this destabilization. However, as seen in the vibronic fine structure analysis (Section 3.3), complex $\mathbf{3}$ has a stronger and more covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond than complex 1. Thus, the stronger $\mathrm{Fe}-\mathrm{O} \pi^{*}$ interactions with the oxo $\mathrm{p}(x / y)$ orbitals in $\mathbf{3}$ also lead to the higher energy of the $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ transition.

As a result of changes in the $\mathrm{d}(x z / y z)$ and $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital energies discussed above, band III, the $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition, is shifted up in energy by $\sim 2200 \mathrm{~cm}^{-1}$ in complex 3 relative to $\mathbf{1}$. This blue-shift demonstrates that the $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital is destabilized more than the $\mathrm{d}(x z / y z)$ orbitals in complex 3 compared to 1. The near-IR absorption intensities for complexes $\mathbf{1}$ and $\mathbf{3}$ are comparable.

At higher energies ( $>\sim 20000 \mathrm{~cm}^{-1}$ ) there are big differences between the MCD spectra of complexes 1 and 3 . At $\sim 24900$ $\mathrm{cm}^{-1}$, the MCD spectrum of complex $\mathbf{1}$ shows the highest energy $\mathrm{d}-\mathrm{d}$ band, the $\mathrm{d}(x y) \rightarrow \mathrm{d}\left(z^{2}\right)$ transition. It is $z$-polarized,

[^9]has a positive MCD signal and a relatively low absorption coefficient in the UV-vis spectrum. In contrast, complex 3 shows a very intense, $z$-polarized, but negative MCD band at $\sim 25000 \mathrm{~cm}^{-1}$ which has fine structure with an equidistant spacing, $v_{\mathrm{ex}}(\mathrm{Fe}-\mathrm{O}) \approx 500 \mathrm{~cm}^{-1}$, equivalent to band $\mathbf{I I}$ reflecting the loss of half an $\mathrm{Fe}-\mathrm{O} \pi$-bond (from the vibronic analysis in Section 3.3).

Several possibilities were considered for the assignment of this band. It cannot be the highest energy $\mathrm{d}-\mathrm{d}$ transition, $\mathrm{d}(x y)$ $\rightarrow \mathrm{d}\left(z^{2}\right)$, because of its high absorption intensity. In addition, the reduction in stretching frequency is consistent with the loss of half a $\pi$-bond, but not of half the $\sigma$-bond. An assignment as the oxo-to-iron LMCT transition, $\mathrm{O} \mathrm{p}(x / y) \rightarrow \mathrm{Fe} \mathrm{d}(x z / y z)$, is also incompatible with the data. Excitation of an electron out of the $\mathrm{Fe}-\mathrm{O} \pi$-bonding and into the $\mathrm{Fe}-\mathrm{O} \pi^{*}$ orbital would weaken the $\mathrm{Fe}-\mathrm{O}$ interaction by $2 x 1 / 2 \pi$-bond, resulting in a greater decrease of $\mathrm{Fe}-\mathrm{O}$ excited-state stretching frequency than observed here.

The data, however, are consistent with an assignment as the $z$-polarized LMCT transition from the pyridine $\pi$ MOs into the $\mathrm{Fe}-\mathrm{O} \pi^{*}$ orbitals, Py $\pi \rightarrow \mathrm{d}(x z / y z) \mathrm{CT}$. Because of the tilt of the pyridine rings $\left(2 \times 24^{\circ}\right.$ and $2 \times 12^{\circ}$ according to the X-ray structure of complex 3), ${ }^{19}$ the Py $\pi$-orbitals overlap with the iron $\mathrm{d}(x z / y z)$ orbitals resulting in absorption and MCD intensity. For this assignment, as in band II $(\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z))$ one electron is transferred from an $\mathrm{Fe}-\mathrm{O}$ nonbonding orbital, Py $\pi$, into the $\mathrm{Fe}-\mathrm{O} \pi^{*}$ orbitals, $\mathrm{d}(x z / y z)$, resulting in a vibronic excitation and a weakening of the $\mathrm{Fe}-\mathrm{O}$ interactions by $1 / 2 \pi$-bond. The same vibrational frequency, $\nu_{\mathrm{ex}}(\mathrm{Fe}-\mathrm{O}) \approx 500 \mathrm{~cm}^{-1}$, of the $\mathrm{Fe}-\mathrm{O}$ stretching mode is observed in this charge-transfer excited state.

In summary the differences in the spectra between complexes $\mathbf{1}$ and $\mathbf{3}$ reflect (1) a stronger equatorial, $\sigma$-donating ligand field in $\mathbf{3}$, which shifts band $\mathbf{I}$ up in energy, and (2) a large increase in the strength and covalency of the $\mathrm{Fe}=\mathrm{O} \pi$-bond, which increases the transition energy of band II, decreases the $\mathrm{Fe}-\mathrm{O}$ stretching frequency, and increases the $\mathrm{Fe}-\mathrm{O}$ bond length in the excited state. Further insight into these experimental electronic structure experiments is obtained through DFT calculations.
3.5. Density Functional Calculations. In order to gain further insight into the electronic structure and bonding of these $\mathrm{Fe}^{\mathrm{IV}}=$ O complexes and to evaluate computational methods, we have carried out density functional theory (DFT) calculations using both the Gaussian and ADF program packages on complexes 1, 2, and $\mathbf{3}$ (for details, see Computational Methodology). ${ }^{62}$

[^10] same results and can be found in the Supporting Information.
3.5.1. Ground State Parameters. A comparison of the ground state (gs) parameters (Table 3) shows good agreement between experimental data and the calculated parameters. The $\mathrm{Fe}-\mathrm{O}$ bond lengths of complexes $\mathbf{1}, \mathbf{2}$, and $\mathbf{3}$ are the same within the error of the X-ray structures, $r(\mathrm{Fe}-\mathrm{O}) \approx 1.65 \AA$, and the computed values, $r_{\text {comp }}(\mathrm{Fe}-\mathrm{O})=1.66-1.67 \AA$, are very similar. The largest experimental difference between the complexes is in the equatorial ligand field, with long $r\left(\mathrm{Fe}-\mathrm{N}_{\mathrm{eq}}\right) \approx 2.1 \AA$ bond lengths for the two TMC complexes ( $\mathbf{1}$ and $\mathbf{2}$ ) and a much shorter $r\left(\mathrm{Fe}-\mathrm{N}_{\mathrm{eq}}\right) \approx 1.9 \AA$ for complex $\mathbf{3}$ with the N4Py ligand. This difference is well reproduced in the calculations. The experimental $\mathrm{Fe}-\mathrm{O}$ stretching frequencies for complexes $\mathbf{1}$ and 3 show a lower frequency for $3\left(v_{\text {exp }}(\mathrm{Fe}-\mathrm{O})=814\right.$ vs $834 \mathrm{~cm}^{-1}$ ) and agree well with the computed frequencies $\left(v_{\text {comp }}(\mathrm{Fe}-\mathrm{O})=829\right.$ vs $846 \mathrm{~cm}^{-1}$ ).

Experimentally, all three complexes have an $S=1$ ground state, which is reproduced in the computations. However, the splitting to the first excited spin state, the $S=2$ state depends strongly on the computational method and especially the density functional/hybrid used (table in Supporting Information). Functional/hybrid differences of up to $13 \mathrm{kcal} / \mathrm{mol}$ in the relative energies of the spin states were calculated for the complexes. Several previous studies, especially on spin-crossover complexes, have established that while pure density functional methods, like BP86, overly stabilize low-spin states, the hybrid functional B3LYP in general favors high-spin states. ${ }^{63-67}$ Thus, the actual energy difference between the $S=1$ and $S=2$ states likely lies somewhere in between the calculated values. Because of this uncertainty, we only analyze the general trends over this series of compounds, which are functional independent. The spin-state splitting is similar for complexes $\mathbf{1}$ and $\mathbf{2}$, which have the same ligand in the equatorial plane, but is much larger in $\mathbf{3}$, due to its stronger equatorial ligand field.
3.5.2. Excited-State Parameters. In addition to the groundstate parameters, we have calculated excited-state parameters to compare to spectroscopy and evaluate the computational methods. We use TD-DFT as implemented in Gaussian, as well as $\triangle \mathrm{SCF}$ in ADF to calculate energies and absorption intensities (TD-DFT only) of the electronic transitions in both the ligandfield and charge-transfer (CT) region and to obtain excitedstate geometries (ADF only).

A comparison of the transition energies shows reasonable qualitative agreement between the experimental values (obtained by MCD spectroscopy) and the ones calculated by DFT (Figure 9 and Table 4).

While the absolute energy values are overestimated in most cases for both the TD-DFT and $\triangle \mathrm{SCF}$ computations by up to $\sim 2000 \mathrm{~cm}^{-1}$ and the energy order of transitions changes in some instances, the relative energies and trends between the complexes as discussed in Section 3.4 are reproduced very well by both computational methods. Complexes $\mathbf{1}$ and 2 have similar transition energies. In $\mathbf{2}$ compared to $\mathbf{1}$, bands I and III are red-shifted by only 100 and $900 \mathrm{~cm}^{-1}$, respectively, while band

[^11]

Figure 9. Transition energies of ligand field bands of complexes $\mathbf{1}$ (red), 2 (blue), and 3 (green) according to (A) MCD spectroscopy, (B) TD-DFT calculations and (C) $\triangle \mathrm{SCF}$ calculations. (Missing data points either were not observed (MCD) or did not converge ( $\triangle \mathrm{SCF}$ )).

II moved to slightly higher energies (by $500 \mathrm{~cm}^{-1}$ ). The main shift, the energy of band III due to the axial ligand, is well reproduced in the calculations. All ligand field transitions of complex $\mathbf{3}$ are blue-shifted compared to $\mathbf{1}$, which is consistent with the experimental data. The lowest energy band in $\mathbf{3}$, in experiment and calculations, is band II not band I as in complex 1. The largest energy increase of $3600 \mathrm{~cm}^{-1}$ is calculated for band $\mathbf{I}$, as discussed in Section 3.4, which is due to the stronger equatorial ligand field in complex 3 .

The relative intensities of the near-IR absorption bands are reproduced well in the TD-DFT calculations (Figure 10 and Table in the Supporting Information). The calculations are consistent with the experimental assignment that the absorption intensity is associated with the ligand field transition of an electron from the $\mathrm{d}(x z)$ and $\mathrm{d}(y z)$ orbitals into the $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital (band III). Two transitions, one with the $\mathrm{d}(x z)$ and the other with the $\mathrm{d}(y z)$ orbitals as donors, are calculated to have dominant absorption intensity in this region (dashed lines in Figure 10B). ${ }^{68}$

Reproducing the experimental spectra, the calculations show that the absorption band of complex 2 shifts to lower energy (by $\sim 1000 \mathrm{~cm}^{-1}$ ) and loses overall intensity compared to $\mathbf{1}$. In addition, a second transition, from the $\mathrm{d}(x y)$ to the $\mathrm{d}(x z / y z)$ orbitals, gains intensity on the low-energy shoulder of the absorption band (purple dashed lines). This corresponds to the increased fine structure observed in the experimental absorption spectrum (Figure 3A at $\sim 10000 \mathrm{~cm}^{-1}$ ). Thus, the calculations are consistent with the analysis of Section 3.4 involving orbital mixing and intensity redistribution in 2 due to the rhombic distortion associated with the orientation of the axial carboxylate ligand.

In the calculated absorption spectrum of complex 3, the Gaussians are again associated with the ligand field band III, the $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition, and show a large shift to higher energy (by $\sim 4400 \mathrm{~cm}^{-1}$ ) as observed in the experimental spectra and explained by the stronger equatorial ligand field in 3. ${ }^{69}$

[^12]Table 4. Comparison of Experimental and Computational Transition Energies (in $\mathrm{cm}^{-1}$ ) of Complexes 1, 2, and 3

${ }^{a}$ Using G03/BP86/tzall/solv, average given for transitions into and out of $\mathrm{d}(x z / y z) .{ }^{b}$ Using ADF/B88P86/tzall. ${ }^{c}$ Wave function not converged.


Figure 10. Near-IR absorption spectra for complexes 1 (red), 2 (blue), and 3 (green). (A) Experimental spectra taken at room temperature and (B) calculated TD-DFT spectra (for details see Section 2.4). Solid lines: complete spectra; dashed lines: contributions of the $\mathrm{d}(x z / y z) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transitions (additionally for $\mathbf{2}$ the $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ transition has intensity and is given in purple).
Table 5. Comparison of Experimental and Calculated Fe-O Bond Lengths in the Ground State and $\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z)$ Excited State for Complexes 1 and 3

|  | 1 |  |  | 3 |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $r(\mathrm{Fe}-0)[\AA]$ | exptl |  | comp $^{2}$ |  | exptl |
| comp $^{2}$ |  |  |  |  |  |
| ground state | 1.65 | 1.65 |  | 1.64 | 1.65 |
| excited state | 1.79 | 1.70 |  | 1.83 | 1.73 |
| $\Delta \boldsymbol{r}(\mathrm{Fe}-\mathrm{O})[\AA]$ | +0.14 | +0.05 |  | +0.19 | +0.08 |

${ }^{a}$ From ADF/B88P86/tzp calculations, for details see methodology Section 2.4.

Using ADF we were able to optimize the geometry of the excited state with the electronic configuration $\mathrm{d}(x y)^{1} \mathrm{~d}(x z / y z)^{3}$ corresponding to band II (excitation from the $\mathrm{d}(x y)$ to the $\mathrm{d}(x z / y z)$ orbitals $)$, modeling the excited state after geometric relaxation. We have experimentally analyzed this excited state through the vibronic fine structure (Section 3.3) and could quantify the increase in $\mathrm{Fe}-\mathrm{O}$ distance. We can then compare the calculated and experimentally observed $\mathrm{Fe}-\mathrm{O}$ bond lengths in both the ground and excited states of complexes $\mathbf{1}$ and $\mathbf{3}$.

From Table 5, the calculations reproduce very well the experimentally observed $\mathrm{Fe}-\mathrm{O}$ bond lengths in the ground state.


Figure 11. Energy level diagram and Fe d-based molecular orbitals of complexes $\mathbf{1}$ and $\mathbf{3}$ (from G03/BP86/tzall calculations, for details see methodology Section 2.4). Levels in black are Py $\pi$ based and not involved in $\mathrm{Fe}-\mathrm{O}$ bonding.

In going to the excited state, the experimentally determined increase in $\mathrm{Fe}-\mathrm{O}$ bond lengths are $\Delta r(\mathrm{Fe}-\mathrm{O})=+0.14$ and +0.19 Å for complexes $\mathbf{1}$ and $\mathbf{3}$, respectively. While this increase in $\mathrm{Fe}-\mathrm{O}$ distance upon excitation is quantitatively not reproduced by the computations $(\Delta r(\mathrm{Fe}-\mathrm{O})=+0.05$ and $+0.08 \AA$ for complexes $\mathbf{1}$ and $\mathbf{3}$, respectively), the trend of an increase in the $\mathrm{Fe}-\mathrm{O}$ bond length and of a larger distortion in $\mathbf{3}$ relative to $\mathbf{1}$ in the excited states is reproduced. This stands in contrast to the similar bond lengths for $\mathbf{1}$ and $\mathbf{3}$ in the ground state and reflects the larger $\pi$ contribution to the $\mathrm{Fe}-\mathrm{O}$ bond in complex 3 compared to 1 .
3.5.3. Electronic Structures and Trends in Bonding. Having established that the calculations reproduce the experimental data reasonably well, the calculated electronic structures of complexes $\mathbf{1}$ and $\mathbf{3}$ (for 2, see the Supporting Information) will be analyzed with regard to their similarities and differences, focusing especially on the $\mathrm{Fe}-\mathrm{O}$ bonding and correlation to experiment (Section 3.4). ${ }^{70}$ Figure 11 shows the spin unrestricted

[^13]Table 6. Electronic Structure Parameters for Complexes 1 and $3^{\text {a }}$

|  | $\left[\mathrm{Fe}^{\text {IV }}(0)(\mathrm{TMC})(\mathrm{NCMe}){ }^{2+}(\mathbf{1})\right.$ |  |  | $\left[\mathrm{Fe}^{\mathrm{lv}}(\mathrm{O})(\mathrm{N} 4 \mathrm{Py})\right]^{2+}(3)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Fe | 0 | TMC + ax | Fe | 0 | N4Py |
| spin densities | 1.32 | 0.74 | -0.06 | 1.24 | 0.83 | -0.07 |
| charges | 1.35 | -0.41 | 1.07 | 1.28 | -0.41 | 1.12 |
| $\alpha$-MO [\%] |  |  |  |  |  |  |
| $z^{2}$ | 54 | 24 | 21 | 53 | 22 | 25 |
| $x^{2}-y^{2}$ | 58 | 0 | 42 | 59 | 0 | 41 |
| $\beta$-MO [\%] |  |  |  |  |  |  |
| $z^{2}$ | 56 | 24 | 19 | 55 | 21 | 23 |
| $x^{2}-y^{2}$ | 67 | 0 | 33 | 58 | 0 | 42 |
| $y z$ | 55 | 34 | 10 | 52 | 40 | 8 |
| $x z$ | 54 | 35 | 11 | 53 | 39 | 8 |
| bond orders | $\mathrm{Fe}-\mathrm{O}$ |  | -TMC+ax | $\mathrm{Fe}-\mathrm{O}$ |  | Fe-N4Py |
| $\sigma+\pi$ | 1.66 |  | 1.97 | 1.60 |  | 2.52 |
| $\sigma$ | 0.83 |  | 1.75 | 0.72 |  | 2.26 |
| $\pi$ | 0.83 |  | 0.22 | 0.87 |  | 0.24 |

${ }^{a}$ From G03/BP86/tzall calculations, MO\% given for unoccupied orbitals, bond orders calculated using PyMOlyze. ${ }^{53}$
energy level diagrams and relevant molecular orbitals of complexes $\mathbf{1}$ and 3, while Table 6 summarizes the electronic structure parameters.

Complexes $\mathbf{1}$ and $\mathbf{3}$ have qualitatively the same electronic structure and bonding scheme. The $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ is a $\mathrm{d}^{4}$ system with a $(x y)^{2}(x z / y z)^{2}$ ground configuration (Figure 1 and Figure 11). The half occupied iron $\mathrm{d}(x z / y z)$ orbitals form strong, covalent $\pi$-bonds with the oxo unit with large oxygen $\mathrm{p}(x / y)$ character in these iron d orbitals ( $>30 \%$ according to DFT calculations ${ }^{28}$ resulting in a localization of the spin on the ironoxo unit. ${ }^{71-73}$ The unoccupied iron $\mathrm{d}\left(z^{2}\right)$ orbital forms a strong $\mathrm{Fe}-\mathrm{O} \sigma$-bond with the oxygen $\mathrm{p}(z)$. The electronic structures of both $\mathbf{1}$ and $\mathbf{3}$ are dominated by these very strong and covalent $\mathrm{Fe}-\mathrm{O}$ bonding interactions.

However, differences exist between complexes $\mathbf{1}$ and 3. In complex 3, the whole d manifold is shifted to higher energies relative to complex 1, best observed in the energies of the nonbonding $\mathrm{d}(x y)$ orbitals, which shift by $\sim 0.2 \mathrm{eV}$ (Figure 11). The iron core has a higher negative charge and the formally neutral ligands, TMC + NCMe and N4Py respectively, are more positive in $\mathbf{3}$ compared to $\mathbf{1}$ (Table 6), both effects are a result of greater equatorial ligand-to-metal charge donation and larger antibonding interactions in $\mathbf{3}$ compared to $\mathbf{1}$.

Complex 3 also has in general a larger d-orbital splitting, indicating stronger antibonding interactions between the iron and the equatorial ligands. Experimentally, this can be observed in the higher energy of the ligand field transitions, bands I and II in particular.

A more detailed analysis of the orbital interactions gives specific bonding contributions. In the equatorial plane, the pyridines in the N4Py ligand set (3) are stronger $\sigma$-donors compared to the amines in TMC (1). This is reflected by the larger ligand- and decreased Fe-contributions to the $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbital in $\mathbf{3}$ compared to $\mathbf{1}$ ( $\beta$-spin: $+9 \% \mathrm{~N} 4 \mathrm{Py},-9 \% \mathrm{Fe}$ ). The more covalent bonding interactions in the equatorial plane account for some of the additional charge donation to the iron center. The N4Py $\sigma$-donor orbitals also interact with the $\mathrm{Fe} \mathrm{d}\left(z^{2}\right)$

[^14]orbital, reflected by larger ligand contributions in $\mathbf{3}$ compared to $\mathbf{1}(\sim+4 \% \mathrm{~N} 4 \mathrm{Py}$, Table 6$)$. Thus, the $\mathrm{d}\left(z^{2}\right)$ orbital is destabilized more in $\mathbf{3}$ compared to $\mathbf{1}$ (relative to the nonbonding $\mathrm{d}(x y)$ orbitals, Figure 11) due to these stronger $\sigma$-antibonding interactions with N4Py. Both these orbital interactions (between the N4Py ligand and the $\mathrm{Fe} \mathrm{d}\left(x^{2}-y^{2}\right)$ and $\mathrm{d}\left(z^{2}\right)$ orbitals) together are reflected in the bond-order-analysis $(\mathrm{BOA})^{74}$ (Table 6) with stronger, $\mathrm{Fe}-\mathrm{N} 4 \mathrm{Py}$ than $\mathrm{Fe}-(\mathrm{TMC}+\mathrm{NCMe})$ bonding interactions (2.52 vs 1.97). Experimentally, the strong $\sigma$-donor character of the N4Py ligand set is indicated by the much shorter $\mathrm{Fe}-\mathrm{N}_{\mathrm{eq}}$ distances (Table 3) and the higher energy of band $\mathbf{I}$, the $\mathrm{d}(x y) \rightarrow \mathrm{d}\left(x^{2}-y^{2}\right)$ transition (Section 3.4).

In contrast to the stronger $\mathrm{Fe}-\mathrm{N} 4 \mathrm{Py} \sigma$-bonds, the $\mathrm{Fe}-\mathrm{O}$ $\sigma$-interactions are weaker in $\mathbf{3}$ compared to $\mathbf{1}$. Indications for this weaker $\mathrm{Fe}-\mathrm{O} \sigma$-bond are the smaller oxo contributions ( $\sim-3 \%$ ) in the $\mathrm{d}\left(z^{2}\right)$ orbitals oxo in $\mathbf{3}$ compared to $\mathbf{1}$ and the smaller $\sigma$-bonding contribution to the $\mathrm{Fe}-\mathrm{O}$ bond order ( 0.83 in $\mathbf{1}$ vs 0.72 in $\mathbf{3}$ ).

Alternatively, the $\pi$-contribution to the $\mathrm{Fe}-\mathrm{O}$ bond is stronger in $\mathbf{3}$ compared to $\mathbf{1}$. The calculations reproduce the experimental trends from Section 3.3. These stronger, more covalent $\mathrm{Fe}-\mathrm{O}$ $\pi$-interactions result in larger oxo contributions to the $\mathrm{d}(x z / y z)$ orbitals in $\mathbf{3}$ compared to $\mathbf{1}(\sim+5 \%$ oxo, Table 6$)$ and larger spin densities on the oxo ( 0.74 in $\mathbf{1}$ vs 0.83 in $\mathbf{3}$ ). ${ }^{75}$ The same trend is seen in the larger $\mathrm{Fe}-\mathrm{O} \pi$-bond orders $(0.83$ for $\mathbf{1}$ vs 0.87 for 3 ) and the larger energy splitting between the $\mathrm{d}(x y)$ and $\mathrm{d}(x z / y z)$ orbitals (Figure 11). Experimentally, the stronger $\mathrm{Fe}-\mathrm{O} \pi$-bond is observed in the higher transition energy of band II $(\mathrm{d}(x y) \rightarrow \mathrm{d}(x z / y z))$ in $\mathbf{3}$ compared to $\mathbf{1}$ (Figure 3 and Section 3.4), and directly in the vibrational frequencies in the vibronic progression (Figure 8 and Section 3.3).

To summarize, the calculated electronic structure parameters support the experimental analysis of a stronger and more covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond in $\mathbf{3}$ compared to $\mathbf{1}$. In addition, the calculations demonstrate a weaker $\sigma$-contribution to the $\mathrm{Fe}-\mathrm{O}$ bond in $\mathbf{3}$ compared to $\mathbf{1}$. The overall $\mathrm{Fe}-\mathrm{O}$ bond (both $\sigma+$ $\pi$-bonding contributions) is slightly weaker in $\mathbf{3}$ compared to $\mathbf{1}$, as is reflected in the stretching frequencies (experimental and calculated, Table 3 ) and in the bond orders ( 1.66 for $\mathbf{1}$ vs 1.60 for 3, Table 6).
3.5.4. Differences in Reactivity. These differences in the experimental and calculated electronic structures, and especially in the $\mathrm{Fe}-\mathrm{O}$ bonding, provide insight into the differences in reactivity between complexes $\mathbf{1}$ and $\mathbf{3}$ and into the general mechanism of activation. With regard to the hydrogen-atomabstraction reaction,

$$
\left(\mathrm{L}_{5}\right) \mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}+\mathrm{R}-\mathrm{H} \rightarrow\left(\mathrm{~L}_{5}\right) \mathrm{Fe}^{\mathrm{III}}-\mathrm{OH}+\mathrm{R}^{\bullet}
$$

the reactivities of these two complexes are extremely different. While complex $\mathbf{3}$ is very reactive, capable of cleaving the strong $\mathrm{C}-\mathrm{H}$ bonds of cyclohexane ( $D_{\mathrm{C}-\mathrm{H}} \approx 99.3 \mathrm{kcal} / \mathrm{mol}$ ), ${ }^{15}$ complex $\mathbf{1}$ is reactive only toward relative weak $\mathrm{C}-\mathrm{H}$ bonds like those of dihydroanthracene $\left(D_{\mathrm{C}-\mathrm{H}} \approx 75.3 \mathrm{kcal} / \mathrm{mol}\right) .{ }^{21}$

To consider the thermodynamics, the reaction energies for the abstraction of a tertiary hydrogen atom from 2,3-dimeth-

[^15]Table 7. Calculated Energies of the H -Atom Abstraction Reaction by $\mathrm{Fe}^{\mathrm{IV}}=0$ Complexes $\mathbf{1}$ and $\mathbf{3}$ from 2,3-dimethylbutane ${ }^{\text {a }}$

|  | $\left[\mathrm{Fe}^{\text {IV }}(\mathbf{O})(\mathrm{TMC})(\mathrm{NCMe})\right]^{2+}(\mathbf{1})$ | $\left[\mathrm{Fe}^{\text {V }}(0)(\mathrm{N} 4 \mathrm{Py})\right]^{2+}(\mathbf{3})$ |
| :--- | :---: | :---: |
| $\Delta \epsilon$ (gas) | 24.2 | 11.3 |
| $\Delta \epsilon$ (solv) | 21.5 | 7.7 |
| $\Delta E$ (solv) | 19.9 | 6.2 |
| $\Delta G($ solv $)$ | 17.6 | 3.9 |

${ }^{a}$ All values in $\mathrm{kcal} / \mathrm{mol}$; G03/B3LYP/6-311G*,$\Delta \epsilon$ without zero-point energy (ZPE), $\Delta E$ with ZPE , solvent $=$ acetonitrile; all $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ reactants with $S=1$ ground state, all $\mathrm{Fe}^{\mathrm{III}}-\mathrm{OH}$ products with $S=1 / 2$ ground state.


Figure 12. Scheme of interacting frontier molecular orbitals in the H -atom abstraction reaction (left) and optimal orientation between the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ complex and the substrate (right).
ylbutane by the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ complexes $\mathbf{1}$ and $\mathbf{3}$ resulting in $\mathrm{Fe}^{\text {III }}-\mathrm{OH}(S=1 / 2)$ species ${ }^{76}$ and an organic radical ( $S=$ $1 / 2$ ) were calculated (Table 7). While complex 1 has a fairly high Gibbs free reaction energy ( $\Delta G=+17.6 \mathrm{kcal} / \mathrm{mol}$ ), the same reaction is almost thermoneutral for $\mathbf{3}((\Delta G=+3.9 \mathrm{kcal} /$ mol ). This difference of $\Delta \Delta G \approx 14 \mathrm{kcal} / \mathrm{mol}$ between complexes $\mathbf{1}$ and $\mathbf{3}$ reproduces their experimentally observed difference in reactivity.

Since for both complexes the substrate is the same, the difference in reaction energy must be due to differences in the stability of the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ reactants and/or the $\mathrm{Fe}^{\mathrm{III}}-\mathrm{OH}$ products. In the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ reactants the $\mathrm{Fe}-\mathrm{O} \pi$-bond is stronger in complex $\mathbf{3}$ compared to $\mathbf{1}$, but the $\mathrm{Fe}-\mathrm{O} \sigma$-bond is weaker, resulting in a weaker total $\mathrm{Fe}-\mathrm{O}$ bond in $\mathbf{3}$ compared to $\mathbf{1}$ (vide supra). This is reflected by the lower $\mathrm{Fe}-\mathrm{O}$ stretching frequency (experimentally and computationally, Table 3) and the lower total $\mathrm{Fe}-\mathrm{O}$ bond order (Table 6). In contrast, in the $\mathrm{Fe}^{\mathrm{III}}-\mathrm{OH}$ products, the total $\mathrm{Fe}-\mathrm{O}$ bond is stronger in $\mathbf{3}$ compared to $\mathbf{1}$, indicated by the calculated larger $\mathrm{Fe}-\mathrm{O}$ stretching frequency and a higher $\mathrm{Fe}-\mathrm{O}$ bond order (for values, see table in Supporting Information). ${ }^{77}$ Thus, 3 has a weaker $\mathrm{Fe}-\mathrm{O}$ bond in the reactants and a stronger $\mathrm{Fe}-\mathrm{O}$ bond in the products, relative to complex 1, which leads to its lower reaction energy.

In addition to the thermodynamic stabilization, the kinetic difference in reactivity between complexes $\mathbf{1}$ and $\mathbf{3}$ was considered using frontier molecular orbital (FMO) theory. A hydrogen-atom abstraction is an electrophilic attack by the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ acceptor. According to FMO theory, a good electrophile has low-energy, unoccupied orbitals with high MO coefficients on the reacting atom to achieve good overlap with the FMOs

[^16]

1


Fe, O, N, C, H

Figure 13. X-ray structures of complexes 1 and $\mathbf{3}$ shown as a space-filling model $(\mathrm{CPK} \times 0.8, \mathrm{Fe}$ is shown in green, oxygen in red, nitrogen in blue, carbon in gray, and hydrogen in white).
on the donor substrate. In the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ systems, the low-lying unoccupied $\beta$-spin $\mathrm{Fe} \mathrm{d}(x z / y z)$ orbitals are the important FMOs, interacting with the electron density of the $\mathrm{C}-\mathrm{H} \sigma$-bond of the substrate (Figure 12, left). ${ }^{78,79}$ The strong and covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond results in large oxygen character in these $\mathrm{Fe}-\mathrm{O} \pi^{*}$ orbitals ( $>30 \%$ according to DFT, vide supra), which makes the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ complexes highly electrophilic and reactive toward H -atom abstraction.

As we have found experimentally, complex $\mathbf{3}$ has a stronger, more covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond (Section 3.3) compared to $\mathbf{1}$ resulting in larger oxygen coefficients in the $\beta$-spin $\mathrm{d}(x z / y z)$ orbitals (Table 6), which are the FMOs for hydrogen atom abstraction. Thus, $\mathbf{3}$ is a better electrophile and more reactive compared to 1.

Finally, in addition to large MO coefficients, good overlap between the reacting orbitals on electrophile and substrate is required. For good overlap of the $\mathrm{C}-\mathrm{H} \sigma$-bond with the $\mathrm{Fe}-\mathrm{O}$ $\pi^{*}$ orbital, a "horizontal approach", with a $\mathrm{Fe}-\mathrm{O}-\mathrm{H} / \mathrm{C}$ angle of $\sim 120^{\circ}$ assures the best interaction (Figure 12, right). ${ }^{79-81}$ However, because of the ligand sterics, the oxygen atom in complex $\mathbf{1}$ is rather sheltered by the hydrogens of the TMC ligand and buried (Figure 13, left). ${ }^{13}$ Thus, because of the steric hindrance of the TMC ligand in complex 1, the substrate cannot achieve an optimal orientation for good overlap with the $\mathrm{O} \mathrm{p}(x)$ $y)$ orbitals. Alternatively, the N4Py ligand of complex 3 allows more open access to the oxygen atom (Figure 13, right) for reaction with the $\mathrm{C}-\mathrm{H} \sigma$-bond on the substrate.

Alkane hydroxylation reactions, including an H -atom abstraction as the first reaction step, by these $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ model complexes have been calculated..$^{81,82}$ The results agree qualitatively with those obtained here. However, no explanation for the striking difference in reactivity between complex $\mathbf{1}$ and $\mathbf{3}$ was given.

To summarize, three contributions to the differences in the H -atom abstraction reactivity between complexes $\mathbf{1}$ and $\mathbf{3}$ are identified. (1) Considering the thermodynamics of the reaction, the weaker Fe -oxo bond in the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ reactant and stronger Fe -hydroxy bond in the $\mathrm{Fe}^{\mathrm{III}}-\mathrm{OH}$ product in complex 3 compared to $\mathbf{1}$ contribute to the difference in reaction energies.

[^17](2) Because of steric restrictions in the TMC ligand of complex 1, the substrate cannot approach the oxo for optimal $\pi$-orbital overlap required for good reactivity. (3) An important contribution, developed in this study, is the strength and covalency of the $\mathrm{Fe}-\mathrm{O} \pi$-bond. The stronger, more covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond in complex 3 results in higher oxo character in the important FMO for this reaction, the $\mathrm{d}(x z / y z)$ orbitals, and thus makes 3 a stronger electrophile than 1.

## 4. Discussion

The MCD spectroscopy presented in this study provides a detailed experimental description of the electronic structures of $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ model complexes. In particular, it directly probes the energetically low-lying unoccupied molecular orbitals, which are the key FMOs for reactivity (here electrophilic attack). The VT-MCD spectra give the polarizations of electronic transitions in frozen solution, information generally available only through single-crystal experiments. This has enabled us to assign the transition from the $\beta$-spin nb $\mathrm{d}(x y)$ to the $\mathrm{Fe}-\mathrm{O}$ $\pi^{*} \mathrm{~d}(x z / y z)$ orbitals, which are the important FMOs for electrophilic attack.

In addition, the resolved fine-structure in the MCD spectra, i.e., a vibronic progression in this $n b \rightarrow \pi^{*}$ excited state, provides an experimental probe of how the properties of the $\mathrm{Fe}-\mathrm{O}$ bonding change compared to the ground state. The $\mathrm{Fe}-\mathrm{O}$ stretching frequency and the $\mathrm{Fe}-\mathrm{O}$ bond length in the excited state give detailed information on the $\pi$-contribution to the strength and covalency of the $\mathrm{Fe}-\mathrm{O}$ bond. The $\mathrm{Fe}-\mathrm{O}$ stretching frequency, $v_{\mathrm{ex}}(\mathrm{Fe}-\mathrm{O})$, is found to greatly decrease and the $\mathrm{Fe}-\mathrm{O}$ bond length, $r_{\mathrm{ex}}(\mathrm{Fe}-\mathrm{O})$, to greatly increase in this excited-state compared to the ground state, indicating that the $\mathrm{Fe}-\mathrm{O} \pi$-bond makes a very large contribution to the total $\mathrm{Fe}-\mathrm{O}$ bond, which shifts significant oxo $\mathrm{p}(x / y)$ character into the Fe $\mathrm{d}(x z / y z)$ LUMOs, activating the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ for reactivity.

From the MCD data, we obtain detailed electronic structure trends on the three $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ model complexes, $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})(\mathrm{NCMe})\right]^{2+} \mathbf{1},\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{TMC})\left(\mathrm{OC}(\mathrm{O}) \mathrm{CF}_{3}\right)\right]^{+}$2, and $\left[\mathrm{Fe}^{\mathrm{IV}}(\mathrm{O})(\mathrm{N} 4 \mathrm{Py})\right]^{2+} \mathbf{3}$. While complexes $\mathbf{1}$ and $\mathbf{2}$ have the same spectral fingerprint in the lower energy region (5000$18000 \mathrm{~cm}^{-1}$ ) and only minor energy shifts ( $<900 \mathrm{~cm}^{-1}$ ) of the three $d-d$ bands, complex 3 shows much larger changes with energy shifts $>3500 \mathrm{~cm}^{-1}$. The spectral differences between complexes $\mathbf{1}$ and $\mathbf{3}$ reflect (i) a stronger equatorial, $\sigma$-donating ligand field in $\mathbf{3}$ due to the N4Py ligation and (ii) a significant increase in the strength and covalency of the $\mathrm{Fe}-\mathrm{O}$ $\pi$-bond in $\mathbf{3}$ compared to $\mathbf{1}$. This is reflected in the even greater decrease in $v_{\mathrm{ex}}(\mathrm{Fe}-\mathrm{O})$ and greater increase in $r_{\mathrm{ex}}(\mathrm{Fe}-\mathrm{O})$ in 3 compared to $\mathbf{1}$. This difference in the $\mathrm{Fe}-\mathrm{O} \pi$-bond is an important contribution to the differences in reactivity toward H -atom abstraction between complexes $\mathbf{1}$ and $\mathbf{3}$. The stronger, more covalent $\mathrm{Fe}-\mathrm{O} \pi$-bond in complex 3 results in higher oxo character in the important FMO for this reaction, making 3 a stronger electrophile and more reactive toward H -atom abstraction compared to complex 1.

Understanding the electronic structure in these structurally defined $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ model systems is an important step toward understanding biologically relevant $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ intermediates, for example the polypeptide antibiotic bleomycin (BLM). It is suggested that the second intermediate of this anticancer drug is an $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ species, capable of
hydrogen-atom abstraction. ${ }^{79}$ Its calculated electronic structure is qualitatively similar to those of the model complexes in this study, as it is also characterized by a strong and covalent $\mathrm{Fe}-\mathrm{O}$ $\pi$-bond. The unoccupied $\beta$-spin $\mathrm{Fe}-\mathrm{O} \pi^{*} \mathrm{~d}(x z / y z)$ orbitals were identified as the key FMOs in the calculated reaction coordinate and transition state for H -atom abstraction. ${ }^{79}$

Furthermore, we can extend these insights to the biologically relevant $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=2)$ intermediates in non-heme iron enzymes and the enzymatic mechanism of $\mathrm{C}-\mathrm{H}$ bond cleavage. Even though the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ intermediates in non-heme iron enzymes are found to be high-spin $(S=2),{ }^{5,9,10}$ a previous study using experimentally calibrated DFT calculations ${ }^{83}$ has shown that the $\mathrm{Fe}-\mathrm{O}$ bonding in the $S=2$ enzyme intermediates is similar to that of the $S=1$ species, with a similar total bondorder, as well as similar $\sigma$ - and $\pi$-contributions to the $\mathrm{Fe}-\mathrm{O}$ bond. The reason for the similarity in $\mathrm{Fe}-\mathrm{O}$ bonding is the fact that $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=2)$ systems with an electronic configuration of $(x y)^{1}(x z / y z)^{2}\left(x^{2}-y^{2}\right)^{1}$ differ from the $S=1$ species (with a $(x y)^{2}(x z / y z)^{2}$ configuration) only in a change in occupation of the $\mathrm{d}(x y)$ and $\mathrm{d}\left(x^{2}-y^{2}\right)$ orbitals, which are perpendicular to the $\mathrm{Fe}-\mathrm{O}$ axis and not involved in $\mathrm{Fe}-\mathrm{O}$ bonding. ${ }^{28}$

However, there are differences possible in the reactivity between $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ and $(S=2)$ systems, since the reactivity is controlled not by the bonding, occupied MOs, but by the unoccupied FMOs. Two different reaction channels were identified for $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=2)$ enzyme intermediates in previous studies. ${ }^{80,84,85}$ The first also involves the unoccupied $\beta$-spin $\mathrm{d}(x z / y z)$ orbitals. ${ }^{80}$ This is the case for the catalytic cycle of the non-heme iron enzyme 4-hydroxymandelate synthase (HmaS), which is believed to involve a high-spin $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ intermediate performing an H -atom abstraction reaction. ${ }^{86}$ The calculated reaction coordinate and transition state for this reaction shows that for this $S=2$ intermediate, the unoccupied $\beta$-spin $\mathrm{Fe}-\mathrm{O}$ $\pi^{*}$ orbitals interact with the substrate and are the FMOs involved in this enzymatic reaction mechanism. ${ }^{80}$ However, this enzyme system can be regarded as a special case, since the substrate is directly coordinated to the Fe active site and thus sterically restricted to a horizontal approach. Nevertheless, it has shown that independent of the spin state, $S=1$ and $S=2 \mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ complexes can use this $\pi$-FMO mechanism for H -atom abstraction.

In general, however, the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O} S=2$ species have another possible reaction pathway in addition to the interaction with the substrate through the $\beta$-spin $\mathrm{d}(x z / y z)$ orbitals. Because of spin-polarization, the unoccupied $\alpha$-spin $\mathrm{Fe}-\mathrm{O} \sigma^{*} \mathrm{~d}\left(z^{2}\right)$ orbital is stabilized to lower energies and has much more oxo character in $S=2$ species compared to the $S=1$ model complexes. ${ }^{80,87}$ Thus, in addition to the more horizontal approach and interaction with the $\beta$-spin $\mathrm{d}(x z / y z)$ orbitals as in $S=1$ complexes and geometrically constrained $S=2$ systems, ${ }^{80,84}$ a vertical orientation of the substrate and interaction with the $\alpha$-spin $\mathrm{Fe}-\mathrm{O} \sigma^{*}$

[^18]

Figure 14. Key molecular orbital at the transition state of an electrophilic reaction by $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}$ species. (A) The anticancer drug bleomycin (BLM) $(S=1$, $\pi$-attack) from ref 80 . The enzyme intermediates of (B) HmaS ( $S=2, \pi$-attack) and (C) HPPD ( $S=2, \sigma$-attack) from ref 81 .
$\mathrm{d}\left(z^{2}\right)$ orbital, i.e., a $\sigma$-FMO mode, is possible for the electrophilic attack by $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=2)$ species in enzymatic cycles, as calculated for the non-heme iron enzyme 4-hydroxyphenylpyruvate dioxygenase (HPDD) ${ }^{80}$ and for an unconstrained substrate. ${ }^{85}$ Thus, in the determination of $\sigma$ - vs $\pi$-reaction pathways of the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=2)$ species in different enzymatic cycles an investigation of the restrictions imposed by the protein pocket is required.

It should also be noted for BLM ( $S=1, \pi$-attack), $\operatorname{HmaS}$ ( $S$ $=2, \pi$-attack $)$, and $\operatorname{HPPD}(S=2, \sigma$-attack) that increasing the $\mathrm{Fe}-\mathrm{O}$ distance to that of the transition state, i.e., $r_{\mathrm{TS}}(\mathrm{Fe}-\mathrm{O}) \approx$ $1.76 \AA$, leads to a polarization of the FMOs. While in one orbital the iron character increases significantly, the other orbital, which interacts with the substrate, contains little iron character, and instead dominant oxygen and substrate contributions (Figure 14). This polarization and localization reflects an increase in ferric-oxyl, $\mathrm{Fe}^{\mathrm{III}}-\mathrm{O}^{\bullet-}$, character of the $\mathrm{Fe}=\mathrm{O}$ unit with the reduction of the $\mathrm{Fe}^{\mathrm{IV}}$ and the oxidation of the oxo in the transition state. Localization of the oxygen character in one of the LUMOs further activates the $\mathrm{Fe}-\mathrm{O}$ bond at the transition state and contributes to the reactivity. ${ }^{80}$

To summarize, through the VT-MCD spectroscopy and the resolved vibronic fine structure, we are able to directly probe
the frontier molecular orbitals involved in the reactivity of $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=1)$ model complexes. A correlation of the differences among the spectra and electronic structures of the $\mathrm{Fe}-\mathrm{O}$ model complexes reveals that the strength, hence covalency, of the $\mathrm{Fe}-\mathrm{O} \pi$-bond makes an important contribution to reactivity. An extension to biologically relevant $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S$ $=1)$ and ( $S=2$ ) systems shows that these can perform electrophilic attack reactions along the same $\pi$-FMO pathway but also have an additional reaction channel ( $\sigma$-FMO pathway) for the $\mathrm{Fe}^{\mathrm{IV}}=\mathrm{O}(S=2)$ intermediates.
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